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Abstract—The elastic optical network (EON) can accommodate
dynamic and diverse demands of next-generation applications by
provisioning flexible lightpaths for them. Consequently, blocking
probability of these requests can be reduced especially in sliding
scheduled traffic, where requests are scheduled to start well after
their arrival. In this article, a nonlinear impairment-aware routing,
modulation and spectrum assignment (NLI-RMSA) problem was
investigated and modeled under a sliding scheduled traffic model.
We proposed a novel dynamic resource allocation scheme in EONs
based on deep reinforcement learning (DRL) to jointly determine
the path, modulation format and scheduling time of the lightpath
requests. Several designed methods consider the nonlinear impair-
ment in the physical layer to accurately estimate the channel state
and increase the feasibility of the allocation scheme. Simulation
results on the 14-node NSFNET topology demonstrate that the
proposed DRL-based method greatly outperforms the two baseline
heuristics, potentially saving at least 38.7% more blocking proba-
bility than the baseline heuristics.

Index Terms—Blocking probability, deep reinforcement
learning, nonlinear impairment, slide scheduling.

I. INTRODUCTION

W ITH the rapid growth of Internet traffic volume includ-
ing ultra-high definition video, cloud computing and

data center, there is a significant challenge faced by network
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infrastructures to support quality-of-transmission (QoT)-
guaranteed, low-latency, and non-disruptive service for users [1].
Traditional wavelength-division multiplexing (WDM) optical
networks follow the fixed uniform spacing and grid typically at
50 or 100 GHz, which will lead to the waste of optical spectrum.
Recently, elastic optical networks (EONs) have emerged as a
promising technology to accommodate dynamic and diverse de-
mands of next-generation applications by adaptively allocating
resources [2]. EON has a spectrum slot (e.g., 6.25 or 12.5 GHz),
which is much finer than that of a WDM optical network and can
also flexibly combine the slots to create super channels to serve
the lightpath requests (LRs) [3]. To provision an LR in EON,
three rules need to be followed, which are spectrum continuality,
contiguity, and non-overlapping constraints [4]. Due to these
constraints, the resource allocation in EONs becomes more
complex. Hence, how to design a highly efficient LR provision
scheme in EON becomes challengeable.

Many researches have been dedicated to resource allocation in
EONs based on predefined transmission-reach (TR) limits, i.e.,
each modulation format has a corresponding TR limit, which
requires a large margin for the most connections to guarantee
QoT in the worst case through resource overprovisioning. In the
result, it causes inefficient resource utilization [5]. Hence, some
studies have been proposed to significantly improve spectral effi-
ciency by accurately accounting for physical-layer impairments,
using the Gaussian Noise (GN) model in EONs, instead of the
existing TR-based methods [5], [6]. Recently, a transmission
model is proposed by taking into consideration the nonlinear
impairment (NLI) effect [5]. The NLI includes the additive
spontaneous emission (ASE), self-channel interference (SCI),
and cross-channel interference (XCI). ASE describes the noise
due to the fiber amplifiers. SCI is the NLI produced by the
channel onto itself. XCI is the NLI produced by the non-linear
interaction of two channels [7]. The impairment-aware dynamic
resource allocation in EONs includes two challenges: 1) the
routing and spectrum allocation (RSA), where the spectrum
continuity and contiguity constraints [8] are considered; and
2) the modulation format assignment accounting for the NLI.
This is called the RMSA problem designed for nonlinear EONs.

In EONs, optical fibers transfer various kinds of traffic re-
quests over different periods of time. In the static traffic model,
the routing, modulation and spectrum allocation (RMSA)
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problems can be formulated since all the demands are known
in advance. However, in the dynamic traffic model, the re-
quests arrive and expire on-the-fly, so the problems become
more challenging. In some dynamic circumstances, a service
provider should provide bandwidth to satisfy the communication
requirements of a company in a specific time. Hence, a traffic
model is required to capture the characteristics of requests that
require capacity during specific time intervals [9]. In contrast to
on-demand immediate reservation services, the requests enjoy
the efficiency of resource allocation because the holding duration
can slide in a time window [10]. Since the requests only last
during a specific time, they are dynamic in nature, which requires
scheduled dedicated channels arranged by algorithms.

Recently, deep reinforcement learning (DRL) has demon-
strated beyond human-level performance for resource alloca-
tion problems. DRL can learn successful policies progressively
without any prior knowledge of the target system’s behavior,
by accumulating action experiences from repeated interactions
with the target systems and reinforcing actions leading to higher
rewards [11]. Moreover, DRL can support a variety of optimiza-
tion objectives just by setting different reinforcement rewards.
Therefore, we utilize DRL to conduct NLI-RMSA.

Our main contributions can be summarized as follows. 1) This
article, to the best of our knowledge, is the first attempt to
address an NLI-aware dynamic RMSA issue in EONs based
on DRL method, which jointly allocates modulation formats
and routes to minimize the blocking probability. 2) The effect
of the physical-layer impairment is considered by utilizing the
NLI model. Moreover, we use sliding scheduled traffic model to
capture the characteristics of requests that require capacity dur-
ing specific time intervals. Specifically, our designed algorithm
can determine which LR should be served at first, and which
route and modulation format should be assigned to each LR.
3) We design a DRL-based algorithm to achieve lower LR block
probability, by introducing a time-frozen scheme to keep the
action space small. Also, a heuristic method using priority queue
is adopted to effectively assist the DRL agent in making decision.
4) Extensive numerical simulations are conducted to evaluate the
superiority of our proposed DRL-based NLI-RMSA. Note that
the two heuristics (i.e., KSP-FF and KSP-BF) generally use the
fixed policy to schedule the LRs, and cannot be adapted to differ-
ent request states, while our proposed DRL-based NLI-RMSA
can accommodate the variability of network states. Simulation
results show that our DRL-based NLI-RMSA is capable of
maintaining low blocking probability, low delay tolerance and
high spectrum efficiency under sliding scheduled traffic model
with different arriving rate and sliding factors.

The rest of the article is organized as follows. Section II
presents the NLI-RMSA problem formulation. We present the
DRL-based NLI-RMSA design in Section III. In Section IV, the
performance evaluation is shown in detail. Finally, we conclude
the article in Section V.

II. RELATED WORK

In [6], the authors proposed a hybrid NLI estimation tech-
nique along with a sophisticated K-least congested path routing

strategy to solve the NLI-aware resource allocation problem
in dynamic EONs. To shrink margin and improve spectrum
resource utilization in EON, a more accurate model is required
to describe the relationship between modulation format and all
factors affecting the signal quality. As mentioned before, the
signal quality, i.e., signal to noise ratio (SNR) decides whether
a modulation format can be adopted. Thus, with the NLI model,
we are able to accurately calculate the SNR for each LR, and
decide the modulation format. This is formulated as an NLI-
RMSA problem, which is even more complicated than the afore-
mentioned RMSA problem and requires an effective algorithm
design.

Most existing related work on the sliding scheduled traffic
model are based on WDM optical networks. Lightpath switching
is taken into account [12] to improve resource consumption
efficiency, assuming Advance Reservation (AR) traffic. In [13]
using AR scheduling, the λ-switching concept was applied to
limit the overhead of reconfiguring resources for scheduling
efficiency. As introduced in the literatures [14], [15], The AR
model can be generally classified into four types. 1) STSD de-
mand: it specifies a start time and duration is denoted, 2) STUD
demand: it specifies a start time but no duration, 3) UTSD
demand: it specifies a duration but no start time, and 4) UTUD
demand: it neither specifies a start time nor a duration. Note
that the sliding scheduled traffic model considered in this ar-
ticle is just one type of the AR models, i.e., STSD, because
it has a specified start time and duration. Virtual Machine
(VM)-placement and routing problem have been investigated
with power saving and acceptance ratio optimized based on
sliding scheduled traffic model [16]. In WDM network scenario,
traffic grooming [17] was studied with a sliding scheduled traffic
model to greatly decrease energy consumption and blocking
probability.

The authors of [11] present a DRL-based online RMSA frame-
work for dynamic traffic demands in EONs, which just adopts
the TR limits to determine the modulation format and does not
consider the actual network state. Zhu et al. [18] proposed a
deep reinforced deadline-driven allocation (DRDA) algorithm
for AR services. It assigns resources in the time domain and
frequency domain to reduce the average initial delay and block-
ing probability. The optimization was done without considering
the modulation problem and nonlinear impairment of channels.
Chen et al. [19] introduced MTL, which is a multi-task learning
aided knowledge transferring scheme to train the DRL agent. It
enables the agent to learn and transfer knowledge across RMSA
and anycast service provisioning tasks. The authors in [20] stud-
ied virtual network functions provisioning in inter-data-center
EONs, which achieves low IT and spectrum resource consump-
tion. Xu et al. [21] utilized graph convolutional neural networks
and the recurrent neural network to extract the feature of EONs to
help DRL solve the routing and spectrum assignment problems.
In [22], authors designed a DRL-based observer to select the
duration of each service cycle in the service frame work. The
tradeoff among blocking probability, resource utilization and the
number of network reconfigurations was balanced. In [23], the
authors proposed a DRL-based RMSA agent for EONs, and then
extend it to multi-domain EONs.
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Fig. 1. Components of time window of LRs.

III. PROBLEM FORMULATION

A. Substrate Network and Request Model

We model the EON as a directed graph G (V, E, F), where V
and E are sets of nodes and fiber links, F denotes the frequency
slot (FS) usage on each link e � E. A sliding scheduled traffic
model proposed in [9] is viable for the application in this article.
A dynamic LR from source node o to destination node d with data
rate b (Gbit/s), service duration τ , arriving time ta and ending
time te can be modeled as R (o, d, b, τ , ta, te). In this model, the
service duration τ is an interval within a time window [ta, te],
where the duration is allowed to slide. The actual starting time
of an LR is variable relative to the left boundary ta of the time
window [ta, te]. If an LR waits for tw time units after ta to start,
the LR is active during the interval [ta+tw, ta+tw + τ ]. As is
shown in Fig. 1, the slack time tsl = te - ta - τ is the maximum
waiting time of an LR, which allows to postpone the service of
the LR in order to accommodate more requests. The slide factor
is defined as the slack time relative to the time window, i.e., sf
= tsl/τTW, where tsl is the slack time and τTW = te - ta is the
time window duration. When tsl = 0, it means that the starting
time and ending time of the service duration are the same as
the left and right boundary of the time window. In this case,
the LR arrives and expires on-the-fly and needs to be served
upon their arrivals. In the sliding scheduled traffic model, tsl is
usually larger than 0, it means that the starting and ending times
of the service duration can be flexibly determined based on the
current EON state. Benefiting from the flexibility, the service
duration may slide earlier or later within the time window to
avoid resource competition and reduce request blocking.

To serve request i, we need to compute an end-to-end path
po,d, determine a QoT-guaranteed modulation format m, and
allocate a set of spectrally continuous and contiguous FS’s
according to b and m on each fiber link along po,d. The number
ni of FS’s allocated to request i can be formulated as [11],

ni =

⌈
bi

mi ·BPM−BPSK

⌉
(1)

where BPM-BPSK is the data rate an FS can provide with
modulation format binary phase shift keying (BPSK), and mi

� M = {2, 4, 6, 8} denotes the spectral efficiencies of Po-
larization multiplexing binary phase shift keying (PM-BPSK),
PM-quadrature phase shift keying (QPSK), PM-8 quadrature
amplitude modulation (QAM) and PM-16QAM respectively.
Since the spectral efficiencies m � M are different, we can
also use mi to denote the corresponding modulation format

TABLE I
AVAILABLE MODULATION FORMATS AND THEIR LINEAR SCALE THRESHOLDS

TO ACHIEVE A PRE-FEC BER OF 4 × 10−3 [24]

assigned to connection of request i. For each available m, its
required minimum SNR threshold SNRth m for m � M under a
certain pre-forward error correction (FEC) bit-error rate (BER)
(4 × 10−3 in this article) is given in Table I [24].

B. Nonlinear Impairment

The connection QoT can be estimated based on the GN
model [24], which is an analytical model to calculate NLIs
in dispersion-uncompensated links. By combing various NLIs
including amplified spontaneous emission (ASE) noise, self-
channel interference (SCI) and cross-channel interference
(XCI), we can calculate the SNR for each connection of request
i as,

SNRi =
GPSD

i

GASE
i +GSCI

i +GXCI
i

(2)

where GPSD
i , GASE

i , GSCI
i , and GXCI

i denotes power spec-
tral density, amplified spontaneous emission noise, self-channel
interference, and cross-channel interference of connection of
request i respectively. They can be calculated as,

GASE
i =

(
eαL − 1

)
hvnspNspan

i (3)

GSCI
i =

3γ2G3

2πα |β2| ln
(
π2 |β2|

α
Δf2

i

)
Nspan

i (4)

GXCI
i =

3γ2G3

2πα |β2|
∑
j �=i

ln

∣∣∣∣Δfij +Δfj/2

Δfij −Δfj/2

∣∣∣∣Nspan
ij (5)

where α, β2, γ, h, nsp, v, L, Δfi, Δfij denotes the power
attenuation, the fiber dispersion, the fiber nonlinear coefficient,
Planck’s constant, the spontaneous emission factor, the optical
carrier frequency and the length of each span, the bandwidth
used by request i, the interval between the bandwidth occupied
by request i and j, respectively. The number of spans propa-
gated by connection of request i along the route is denoted by
Nspan

i . And Nspan
ij denotes the number of spans shared by the

routes of connection of request i and request j. Hence, these
three equations suggest the interference encountered by each
transmission channel, i.e., each allocated frequency slot, comes
from the number of spans of the routes and the LRs in service.
Specifically, the different spectrum location for the request i will
cause a different XCI nonlinear impairment GXIC

i , as indicated
by (5). This, in turn, would affect the SNR of the request i (i.e.,
QoT).
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Fig. 2. Operation principle of DRL-based NLI-RMSA.

Note that, in dynamic RMSA, requests arrive and expire
on-the-fly and need to be served in the slack time upon their
arrivals. Hence request i incurs XCI from not only the existing
but also future LRs. But the XCI effect from the future LRs
on request i is not available at the moment of the provisioning
request i. Therefore, we assume that: 1) the number of the future
LRs is estimated by multiplying the average arrival rate and the
service duration of current Ri, 2) the bandwidth of the future
LR is identical to the average bandwidth of all the LRs, 3) the
number of FS’s that is used by a future LR is calculated by
applying the lowest modulation format, and 4) the allocated FS’s
for future LRs are placed next to the highest FS of current request
i in the fiber links. Request i is served successfully only if its
SNR satisfies the SNR threshold of the used mi, i.e., SNRi ≥
SNRth. New arriving LRs can be served upon their arrivals. If
there are not enough resources to serve the LRs, they will await
in RS request slots. The number of LRs beyond the first RS is
counted in the backlog as shown in Fig. 2. We do not merge
them into a single queue for the following three reasons. 1) If
the request slots and backlog are merged into a single queue,
the waiting queue becomes much longer to buffer the waiting
requests. However, according to the comparison of blocking
probability vs. number of request slots as shown in Fig. 6, we
can find that the request blocking probability may not always
decrease as the request slots increase. So, it is not urgent to
provide too many request slots for the waiting requests. 2) The
larger request slots may enlarge the action space of the DRL
agent, which will inevitably increase the iteration times and
deteriorate the learning efficiency. 3) A request that has been
waiting for a longer time should be given a higher priority to be
served by our proposed scheduling algorithm.

The notations of all variables and parameters are listed in
Table II.

IV. DRL-BASED NLI-RMSA DESIGN

In this section, we first present the proposed DRL-based NLI-
RMSA scheme in detail, which includes state representation,
action space, reward, and DNNs. Following this, we elaborate

TABLE II
NOTATIONS FOR THE PARAMETERS AND VARIABLES
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the training process through the pseudocode of the training
algorithm.

Fig. 2 illustrates the operation principle of the proposed
DRL-based NLI-RMSA. The intelligent agent is presented as a
DNN, which is also referred as a policy network. Upon request
i arrives at time t, the policy network takes the state information
st including the state of request i and current network as the
input (step 1), and outputs the probability distribution πt (A| st,
θ) over all possible action space A. And θ represents the policy
parameters of the DNN (step 2). Based on the πt, the DRL-based
NLI-RMSA agent takes an action at � A and attempts to
establish the ligthpath for request i (step 3). A reward rt related
to the NLI-RMSA operation is fed back to the agent (step 4). The
rt together with st and at, can be used to train the NLI-RMSA
agent.

1) State Representation: The state representation st is an 1 �
[2 · |V| + 1 + (2 · J + 3) · |M| · K + 2] array. As is shown in
Fig. 2, each LR in the job slot has a weight that can be calculated
by b� τ /(tre-st +1), where tre-st is the remaining slack time.
Through a weighted ranking method, we will sequentially serve
the requests in the request slot queue using the designed weight
in descending order. Note that the weight consider the request’s
b, τ , and slack time (tre-st) simultaneously. This is similar to the
best-fit decreasing strategy in bin packing problems [25], where
prioritizing larger requests can enhance resource utilization and
lower request blocking rate. Meanwhile, we give priority to the
requests with shorter slack times. This is because once the slack
time is exceeded, these requests will be rejected, leading to a
high blocking rate.

Fig. 2 shows the state representation s for the DRL-based
NLI-RMSA, which includes the information of the selected LR
and spectrum utilization on the K-shortest candidate paths. They
are with J available FS-blocks based on |M| different modulation
formats. The array is defined as,

st = {o, d, τ, {{{z1,jk,m, z2,jk,m}|j∈[1,J], z3,jk,m,

z4,jk,m, z5k,m}|m∈[1,M ]}|k∈[1,K], c
s, cb} (6)

we use 2·|V| + 1 elements to represent a LR from o to d in the
one-hot format (or one-hot encoding) and service duration τ ,
where |V| denotes the number of nodes in EON. For each k of
the K candidate paths, we use M different modulation format
to calculate z3,jk,m, which is the number of required FS’s of a

request based on modulation format m. z1,jk,m, z2,jk,m, z4,jk,m and
z5k,m denotes the size of j-th available FS-block, the starting FS
index of j-th available FS-block, the average size of J available
FS-blocks and the total size of available FS-blocks on fiber links
of the k-th path with m modulation format, respectively.

As Fig. 2 shows, if the agent selects the PM-QPSK instead of
the PM-BPSK, the number of required FS’s decrease (i.e., 4→2)
and the number of the available FS-blocks increase accordingly
(i.e., 2→3). Although a higher level of modulation format
can save spectrum resources, its SNR requirement gets stricter
(Table I). Therefore, we need to verify whether the connection
that consists of the k-th path, modulation format m and j-th FS-
block hypothetically-assigned to Ri can meet the corresponding

SNR constraint. When the following three cases occur: 1) the
number of available candidate paths between o and d is smaller
than K, the number of available FS-blocks is smaller than J, 3)
the pre-computed connection fails to satisfy the SNR constraint,
we would assign an array of −1 for corresponding part to keep
the format of state representation consistent. cs describes the
number of LRs in the request slot and cb describes the number
of LRs in the backlog.

2) Action Space:In our simulations, the whole time axis is
divided in terms of slotted time. In each time slot, the DRL
agent will schedule multiple lightpath requests in the request slot
queue. Assume there are ‘X’ lightpath requests to be scheduled,
the action space for the DRL will be a large action space of size
(K×M+1)X, where K is the number of candidate paths, and M is
the number of candidate modulation formats. This would make
the DRL learning quite challenging. To avoid this, we reduce the
action space by allowing the agent to execute multiple actions
within a single time slot, where each action step is referred to as
‘time-frozen step’ [26]. In a frozen step, when an LR is selected,
agent will assign a routing path from the K candidates, one of M
modulation format and one of the J FS-blocks on the selected
path. The action space is given by {�, (1, 1), (1, 2), …, (1, |M|),
(2, 1), …, (K, |M|)}, where a = (k, m) means schedule the LR
in the k-th path with the modulation format m. And a = � is
a void action which means the agent will not schedule the LR.
Once the LR is scheduled, the agent will remove the LR from the
request slots. If the backlog is not empty, an LR is taken from its
head and accommodated into the job slot. If the action is invalid
(e.g., the selected path and modulation format does not meet the
SNR requirement) or void, the agent will exit the current frozen
step. The process is summarized by a flowchart in Fig. 3.

Note that the proposed DRL-based method is just used for the
routing and modulation format allocation, while the spectrum
slot resources are allocated by using the classical first-fit scheme.
It is due to the following two reasons. 1) The first-fit scheme is
often used in LR resource provision [1], [11], [19], which can
reduce spectrum fragments and improve spectrum utilization. 2)
To reduce the action space of the DRL agent and improve the
learning efficiency, the DRL just takes charge of the decision
of routing and modulation format, while ensuring the optimal
allocation strategy.

3) Reward: After taking an action, the agent will receive a
reward rt immediately. The objective of the algorithm is to
minimize the number of blocked requests. Thus, if the epoch
is finished, rt = the total time and spectrum resource of suc-
cessfully served LRs, i.e.,

∑
iεR−Rblock

bi · τi. Otherwise, rt =
0. The reward is calculated at the end of the epoch and passed to
each action in the process through policy gradient (PG) training,
which guarantees global optimality.

The pseudocode of the training algorithm is presented in
Algorithm 1. In line 1, the policy network is initialized. To
ensure sufficient training, we randomly generated multiple sets
of request sets and ran EP episodes for each set to obtain multiple
sets of different environment-agent interaction samples (lines
2-5). At each time step, the agent will sequentially allocate the
LR requests in the Request slots. Since the agent’s allocation
decisions for these requests are made within the same time step,
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Fig. 3. The flowchart of the DRL-based NLI-RMSA.

we refer to this decision-making process as occurring within a
‘frozen time step’ [26]. If an invalid action is selected, the agent
will exit the current frozen time step and proceed to the next
time step. All environment-agent interactions (s,a,r) are stored
in a buffer Λep for subsequent updates to the neural network
parameters θ (Lines 6-13). Once the termination condition is
met (i.e., all requests have been allocated), the data collection for
this training episode is completed (lines 14-17). Subsequently,
we use the classical PG algorithm - REINFORCEMENT with
baseline [26] - to calculate the return value v, baseline b, and
the policy network parameter update Δθ, and finally update θ
(Lines 18-27).

V. EVALUATION

A. Simulation Setup

The performance of the proposed DRL-based NLI-RMSA
is evaluated in 14-node NSFNET topology in Fig. 4 (which
is also used for performance evaluation in [11]). The parame-
ters related to the physical impairments are α = 0.22 dB/km,

Fig. 4. 14-node NSFNET topology.

γ = 1.3 (W·km)−1, β2 = −21.7 ps2/km, nsp = 1.58, v =
193.55 THz, L = 100 km, respectively [24]. A uniform PSD
GPSD = 15 mw/THz is assumed for all connections. Each fiber
link in substrate EON accommodates 100 FS’s of 12.5 GHz each.
The dynamic LRs are generated with an average service duration
τave as 20 time units according to exponential distribution. The
required data rate of each LR is distributed evenly with [80,
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Algorithm 1: Pseudo-Code for the DRL-Based NLI-RMSA
Training Algorithm.

1 Initialize policy network with θ;
2 for each iteration do
3 Δθ = 0;
4 for each request set do
5 run episode ep = 1, …, EP:
6 set buffer Λep = {}, and index in buffer lep = 1;
7 for each time step t do
8 while true do
9 collect the agent-environment interaction (s, a, r)

in the current frozen step following the “Schedule
the LR” branch in the Fig. 3. Assign (s, a, r) with
index lep (i.e.,seplep ,aeplep ,replep ) and add them into
Λep. Then, lep = lep +1.

10 if an infeasible action is made or an empty slot is
selected then

11 break (proceed to the “Move to the next frozen
step” branch in the Fig. 3);

12 end
13 end
14 if the number of LRs reaches target number and

request slot & back log are both empty then
15 break;
16 end
17 end
18 compute returns: vepl =

∑lep
k=l γ

k−lrk;
19 for l = 1 to max{l1, l2, …, lEP} do
20 compute baseline: bl = 1

EP

∑EP
ep=1 v

ep
l ;

21 for ep = 1 to E do
22 Δθ = Δθ + α∇θ log πθ(s

ep
l , aepl )(vepl − bl);

23 end
24 end
25 end
26 θ = θ +Δθ
27 end

320] Gb/s. The values of the slide factor are between 0.1 and 0.9.
The simulation results are averaged after 10 times of operation.

If the mean duration of a request is τmean time units, the
service rate μ corresponding to each request is 1/τmean. If the
maximum number of simultaneously processed requests in the
EON system is assumed to be ‘Nmax-req’, then the constraint for
the system to maintain a stable state is λ/(Nmax-req×μ) < 1 [27].
The traffic load for the EON system can be represented asρ=λ/μ
in Erlang, where λ is the mean arrival rate and μ is the service
rate. Hence, the traffic load can essentially go up to Nmax-req

Erlang (i.e., ρmax =Nmax-req). According to Fig. 5, when ρ= 350
Erlang, the blocking probability is at least 0.2 for all algorithms,
which has reached a higher level. Therefore, we set Nmax-req =
350 and thus ρ � [100, 350] Erlang, so that λ/(Nmax-reqμ) < 1 is
satisfied to maintain the EON system stable.

In order to evaluate in detail the system performance with our
proposed DRL algoritm, we define five metrics.

1) Blocking Probability: Considering the specific bandwidth
and time requirements of different requests, we define the

request blocking probability as follows [28],

Pblock =

∑
i∈Rblock

bi · τi∑
i∈R bi · τi (7)

where R is the set of all the requests, Rblock is the set of the
blocked requests, bi is the required data rate of request i, and τ i
is the service duration of request i.

2) Spectrum Efficiency: Since different requests would adopt
different modulation formats with different spectrum utilization,
the average spectral efficiency is defined as follows,

η =

∑
i∈(R−Rblock)

(bi · τi)∑
i∈(R−Rblock)

(ni ·BW fs · τi) (8)

where ni is the number of FS’s occupied by request i, and BWfs

is the bandwidth of an FS (i.e., 12.5 GHz).
To evaluate the system delay performance, we define the

following metrics: including the delay tolerance, delay cost, and
contribution of zero delay requests.

3) Delay Tolerance: For the accepted requests, the average
delay tolerance (DT) is defined in (9).

TR−Rblock

DT =

∑
i∈(R−Rblock)

(
twi /τ

TW
i

)
|R−Rblock| (9)

where twi is the waiting time for request i to be deployed, τTW
i

is the duration of the time window of request i.
4) Delay Cost: Given the different durations τ of different

requests, it is expected that the requests with the smaller τ wait
for less time to be deployed, while the requests with the larger
τ would wait for the longer time. Therefore, the average delay
cost (DC) of the accepted requests is defined as follow,

TDC =

∑
i∈(R−Rblock)

(twi /τi)

|R−Rblock| (10)

5) Contribution of Zero Delay Requests: In the sliding
scheduled request model, we also calculate the contribution of
zero delay requests in respect to all accepted requests, which is
defined as follow.

PZD =
|Rzero|

|R−Rblock| (11)

where Rzero is the set of requests that is deployed on arriving
without any delay.

B. Blocking Probability

In Fig. 5, we observe that the blocking probability increases
as the traffic load increases. It is primarily due to the increasing
resource requirement and decreasing SNR of the LRs as the
traffic load increases. High load means that more requests hold
the resources for a longer time. As a result, other requests are
unable to be allocated in time. The optical channel gets crowded
with more requests, and some requests have to take a longer
detour, which brings worse nonlinear impairment and leads to
the further SNR degradation. In turn, it is inevitable to increase
the request blocking probability. From Fig. 5, it is found that
our proposed DRL-based NLI-RMSA outperforms the existing
KSP-BF and KSP-FF algorithms. As previously described, our
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Fig. 5. Blocking probability when the number of request slots is (a) 1; (b) 5; (c) 9.

Fig. 6. Blocking probability vs. number of request slots under the different traffic loads of (a) 100 erlangs; (b) 200 erlangs; (c) 300 erlangs.

Fig. 7. Blocking probability vs. slide factor when the traffic load is (a) 100 erlangs; (b) 200 erlangs; (c) 300 erlangs.

proposed DRL method can flexibly accommodate the changes
of the network states, while the heuristics just follow a fixed
policy to schedule the dynamic LRs. It is noted that the KSP-BF
is slightly better than the KSP-FF, just because that the KSP-
BF sorts the LRs in the job slots. Thus, the LRs with larger
bandwidth, longer duration time and shorter slack time will be
given priority to be processed. In Fig. 5(a), when the number
of job slots is 1, KSP-BF degenerates to KSP-FF, so the curves
of KSP-FF and KSP-FF coincide. It is also noted that when the
number of job slots are increased from 1 to 5, there is a decrease
in the DRL blocking probability. But as the number of job slots
are further increased from 5 to 9, the DRL blocking probability
appears to remain unchanged.

In Fig. 6, when the number of request slots increases, the KSP-
FF blocking probability remains unchanged, because it does not
sort the requests, which are processed just in an arriving order.

But for the DRL-based and KSP-BF algorithms, the LR blocking
probabilities first decrease slightly and then remain unchanged
as request slots increases. This is because that the LR sorting
between some request slots might produce some optimization
effects. However, the dynamic arriving LRs may not fill in all the
available. So the blocking probability may not always decrease,
as the request slots increases.

In Fig. 7, we evaluate the effect of the slide factor on the LR
blocking probability. As the slide factor increases, it means that
the incoming LR has a relatively longer slack time before the
LR’s expiration, and thus it can wait in the job slots and backlog
until enough the route and spectrum resources are released for
the LR deployment. The results in Fig. 7 also illustrate that our
proposed DRL-based method can outperform the KSP-BF and
KSP-FF algorithms, due to the obtained optimal provision via
the DRL iterative leaning.
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Fig. 8. Contribution of modulation formats of (a) KSP-FF; (b) KSP-BF; (c) DRL.

Fig. 9. Spectrum efficiency vs. traffic load.

C. Modulation Formats and Spectrum Efficiency

Fig. 8 statistics the contributions of the modulation formats
at the different numbers of spans for all the accepted LRs with
the three algorithms, respectively. In Fig. 8(a) and (b), both two
heuristics (i.e., KSP-FF and KSP-BF) mainly uses PM-BPSK
and PM-QPSK. The higher-order PM-8QAM and PM-16QAM
account for a smaller proportion and are mainly distributed for
the lightpath length shorter than 25 spans. It is because that the
two heuristics would select the modulation format from low to
high order. But the DRL often selects the most suitable format
via the iterative learning. Thus, it not only saves the spectrum
resource consumption, but also satisfies the SNR requirement of
the transmission lightpath. In Fig. 8(b), we can see that the light-
path length of 26 spans was not used by any LR. It is because
that the light-path length in network topology are discrete, and
hence it is not necessary that any light-path lengths are used.
The same phenomenon occurs in Fig. 8(c), where the bar at 52
spans is missing due to the same reason.

In Fig. 9, we can observe the average spectrum efficiency of
the DRL-based NLI-RMSA is better than two heuristics under
different traffic loads. It is because the proposed DRL method
can choose flexibly the most suitable modulation format ac-
cording to the current network state. The flexibility allows DRL
to prefer choosing those higher-order modulation formats with
the higher spectrum efficiency, while avoiding the transmission
nonlinear impairment, which is also consistent with Fig. 8.

Fig. 10. Simulation results on delay: (a) Delay tolerance; (b) delay cost.

Fig. 11. Proportion of zero-delay requests.
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Fig. 12. Training curve of DRL when the traffic load is (a) 100 erlangs; (b) 200 erlangs; (c) 300 erlangs.

D. Delay Tolerance and Delay Cost

Fig. 10 shows the simulation results related to the system
delay performances. In Fig. 10(a), the delay tolerance of three
algorithms increases as the traffic load increases. It is because
that when the traffic load is smaller, the spectrum resource is
sufficient in the EON, and hence the LRs can be deployed
without waiting for a long time. However, as the traffic load gets
larger, the spectrum resource is in high demand. In this case,
the arriving requests have to wait until the occupied resource
are released again. Thus, it is inevitable that the average ratio
(i.e., delay tolerance) of the required waiting time to the total
time window increases. From Fig. 10(a), the delay tolerance
of the DRL-based algorithm is better than two other heuristics,
because the DRL-based algorithm can efficiently allocate the
required spectrum resources to accommodate more LRs, and
thus the LR’s waiting time becomes less. Similarly, in Fig. 10(b),
the delay cost of three algorithms increases as the traffic load
increases. The delay cost paid by the DRL-based algorithm is
the smallest. The reason is similar to that for delay tolerance.

Fig. 11 shows the simulation results for the proportion of
zero-delay requests. With the increase of traffic load, for three
algorithms adopted, the proportion of the zero-delay decreases.
This is because the increase of traffic load will lead to the
decrease of the available resources in the EONs, and hence all
the arriving LRs may not be deployed immediately. Compared
with the two heuristics, the DRL-based algorithm achieves a
higher proportion of the zero-delay requests. This is because
that by using DRL method, the efficient utilization of spectrum
resources can greatly reduce the congestion in the time domain
and allows the arriving LRs to be deployed immediately.

E. DRL Training Evaluation

In Fig. 12(a), the blocking rate of the DRL-based algorithm
is much lower than the two heuristics when it is trained after
250 epochs. Specifically, it converges to about 0.0005 when
it is trained until 300 epochs. Compared with the KSP-FF
and KSP-BF, the proposed DRL-based algorithm can achieve
a considerable drop of 96.7%, 99% and 38.7%, respectively,
when the traffic load is 100, 200 and 300 Erlangs. It is due to the
fact that these two heuristics ignore the flexibility of choosing
different paths and modulation formats, and just operates in a

first-fit way. For the DRL-based algorithm, it can achieve optimal
policy with the help of DRL iteration. Different from the KSP-FF
that prefers the first arriving LRs, the DRL-based algorithm
selects the LRs to be scheduled considering the remaining slack
time. Moreover, the DRL-based algorithm can achieve a balance
between bandwidth consumption and slack time to reduce the
blocking probability. Note that, in principle, the DRL interacts
with the environment to learn optimal action strategies for the
maximum reward. Thus, the DRL indeed needs a period of time
for training. However, given request traffic model and system
transmission capacity, the proposed DRL method can be trained
offline. After the iterative learning, we can obtain the optimal
scheduling strategy for our NLI-RMSA scheduling problem,
which is stored in advance in the network controller. In other
words, the actual duration of the DRL training will not affect
the real-time decision making and the system performance.

VI. CONCLUSION

In this article, we propose a DRL-based NLI-RMSA scheme
to solve dynamic sliding scheduled LR provisioning problem in
EONs. We introduce a nonlinear model to estimate the phys-
ical layer impairments of the transmission channel. A sliding
scheduled traffic model is utilized to capture the characteristics
of LRs that require capacity during specific time intervals. The
proposed three algorithms can determine the start time, routing
and modulation formats of the arriving LRs. The extensive
simulation results show that by varying the traffic load and
slide factor, the proposed DRL-based algorithm can significantly
reduce the system blocking probability and delay of requests,
and achieve better spectrum efficiency, compared with the two
heuristic baselines.
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